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Problem Statement
Concept Drift

● New Topics / Keywords
● New Summary / Writing Styles
● New Meanings to Words 

It’s helpful if a model can be updated, via Incremental Learning

➔ First fine-tuned on a large quantity of news summaries
➔ Then incrementally updated on small batches of up-to-date news
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NewsAPI

CNN/DailyMail DatasetIncremental Learning



Motivation - Domain Shift Visualized via NER

CNN/DailyMail Dataset NewsAPI Data (~500 articles)



Motivation - Domain Shift Visualized via Embedding

● The last_hidden_layer of a 
bart-large-cnn as the 
embedding of news articles.

● T-SNE clustering



Data Exploration - CNN / DailyMail Dataset



Visualization

WordCloud frequency for test 
dataset (11,000 instances)

Article vs Highlights length for 
whole dataset

● Challenges: Colab ran out of RAM trying to 
visualize 300,000 articles



Topic Modeling
● Added “said” to 

stopwords
● Used Latent 

Dirichlet Allocation 
(LDA) model

● Typical topics fairly 
evident: 
government/politics,
economy/business, 
entertainment, 
public health, and 
sports.



NER (Named Entity Recognition) using spaCy
● PERSON: People, including fictional.
● NORP: Nationalities, religious or political 

groups.
● FAC: Facilities, like buildings, airports, 

highways, bridges, etc.
● ORG: Organizations, including 

companies, agencies, institutions, etc.
● GPE: Geopolitical entities, like countries, 

cities, states.
● LOC: Non-GPE locations, mountain 

ranges, bodies of water.
● PRODUCT: Objects, vehicles, foods, etc. 

(Not services.)
● EVENT: Named hurricanes, battles, wars, 

sports events, etc.



A balance between performance (seq2seq) and 
memory efficiency (size)Model Selection
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Model Selection



LoRA for Model Fine-Tuning
● Reduce the number of trainable parameters
● Low inference latency
● Model updates are decoupled from the pre-trained weights



Metrics
Recall-Oriented Understudy for Gisting Evaluation (ROGUE)

● Compares an automatically produced summary or translation against 
reference (high-quality and human-produced) summaries or translations.

● Different variants:
○ ROUGE-N: Measures the overlap of n-grams between the system and 

reference summaries. 
○ ROUGE-L: Based on the Longest Common Subsequence (LCS), it accounts 

for sentence-level structure similarity.



Metrics

ROUGE-1: Precision = 3/5 = 0.6 Recall = 3/6 = 0.5 F1-score = 0.55

ROUGE-2: Precision = 1/4 = 0.25 Recall = 1/5 = 0.20   F1-score = 0.22

ROUGE-L: Precision = 3/5 = 0.6 Recall = 3/6 = 0.5 F1-score = 0.55

Article (A): The cat is on the mat.         Summary (S): The cat and the dog.

Precision: # n-grams in S that appear also in A / # n-grams in S

Recall: # n-grams in A that appear also in S / # n-grams in A



News Retrieval Pipeline 
● Fully automated and hosted on Google Cloud. 
● Scheduled to automatically query NewsAPI, a service that gathers the 

latest news from numerous sources (NYT, WSJ, etc).



News Retrieval Pipeline 
● Processes the latest news articles, on average 

numbering ~500 articles / day. 
○ NewsAPI provides a “description” for each 

article, which is used as the summary
○ The article url is scraped for its content. 
○ Then, the summary and content is grouped as 

data and fed into our model for the incremental 
learning to take into effect. 



News Retrieval Pipeline 
● The news sources are carefully selected and filtered

○ Considering the different biases and reputation
● The pipeline also has built-in error handling

○ Able to continue processing data even if faulty links or data is 
encountered. 



Literature Review on Incremental Learning
Three types of Incremental 
Learning:

1. Task Incremental

2. Domain Incremental (Our task)

3. Class Incremental



But, IL/CL Comes with Catastrophic Forgetting

● Experimental Rehearsal / Replay: 
storing previous samples and reusing 
them when training on new samples. 

● Elastic Weight Consolidation (EWC): 
While learning a new task, EWC 
protects the performance on an old 
task by constraining the parameters 
to stay in a region of low error for the 
old task.

Catastrophic Forgetting Solutions Attempted

● Models might perform worse on 
older datasets as they are more and 
more fine-tuned on new datasets.



Experiments with Rehearsal/Replay
    Rehearsal    vs.    No Rehearsal            Rehearsal    vs.  No Rehearsal

 (33% old data) (16% old data)



Experiments with Rehearsal/Replay
    Rehearsal    vs.    No Rehearsal            Rehearsal    vs.  LoRA Rehearsal

 (33% old data)  1764 mb  vs.  938 mb



Experiments with EWC

EWC Quadratic Penalty



Experiments with EWC



Rehearsal vs EWC
● Regularization (EWC) doesn’t perform as well as Rehearsal method, as we 

expected before the experiment based on related works.

● Adopt the REHEARSAL strategy for continual learning for the final 
deployed model



Continual Learning API



● Find compatible CL packages for Huggingface and PyTorch
● Run some demos of CL at Colab

Trial on Avalanche and Renate



Trial on Avalanche and Renate 
An unfortunate result:

● Conflicts with the version of multiple python packages 
● Did not meet our expectations (improvement, workload)
● Few references online (haven’t updated since Jan 2023)



Online and running: 
https://huggingface.co/spaces/liamvbetts/b
art-news-summary-v1

HuggingFace Space

https://huggingface.co/spaces/liamvbetts/bart-news-summary-v1
https://huggingface.co/spaces/liamvbetts/bart-news-summary-v1


HuggingFace Space



Cloud Run with Continuous Deployment



● Updated / organized UI
● Button to fetch today’s fine-tuned 

model
● Now calculates ROUGE scores 

between NewsAPI highlights and 
generated summaries

Flask App



Daily Automated Script
● Integrated data retrieval from 

NewsAPI with retraining code
● When run, this code:

○ Pulls 500 articles from NewsAPI into a 
pandas dataframe

○ Pulls the latest model on HuggingFace
○ Fine tunes it (has LoRA capability)
○ Pushes it to HF
○ Deletes it locally

● Using Colab Pro+ Scheduling



A Showcase of IL/CL’s Effectiveness

T5 + Incremental Learning T5

Rouge-1 0.151605 0.098356

Rouge-2 0.110561 0.077415

Rouge-l 0.142509 0.093274

Rouge scoring averaged over ~500 news articles released in 2024



A Case Study on IL/CL’s Effectiveness 
Article: Five crew members onboard the 
submersible Titan were probably killed instantly in a 
“catastrophic implosion” as it descended to the 
wreck of the Titanic two miles below the surface of 
the Atlantic ocean, US Coast Guard officials 
announced on Thursday. A large debris field 
containing multiple sections of the vessel was 
spotted earlier in the day by a remotely operated 
vehicle (ROV) scouring the seabed near the Titanic 
wreck site 400 miles south of St John’s, 
Newfoundland, officials said at an afternoon press 
conference in Boston.

T5 + IR: US Coast Guard officials announced Thursday five crew 
members onboard the submersible Titan were probably killed 
instantly in a “catastrophic implosion” as it descended to the wreck 
of the Titanic two miles below the surface of the Atlantic Ocean . A 
large debris field containing multiple sections of the vessel was 
spotted earlier in the day by a remotely operated vehicle (ROV)
(0.686046511627907, 0.6588235294117647, 0.6046511627906976)

T5: US Coast Guard officials announced on Thursday that five 
crew members onboard the submersible Titan were killed instantly 
in a “catastrophic implosion” as it descended to the wreck of the 
Titanic two miles below the surface of the Atlantic ocean. Five crew 
members onboard the submersible Titan were probably killed 
instantly in a “catastrophic implosion” as it descended to the 
wreckage, US Coast Guard officials said. Five crew members 
onboard the submersible Titan were probably killed instantly in 
afloat.
(0.5232558139534884, 0.4235294117647059, 0.5116279069767442)
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Division of Labor
● Eric: Experiments with rehearsal, LoRA & hyperparameter fine-tuning, 

domain shift exploration & visualization
● Jack: Experiments with rehearsal & EWC, literature review on IL/CL, 

Huggingface framework integration
● Kyle: NewsAPI integration, automated data pipeline implementation, data 

preprocessing & filtering
● Liam: Data exploration & visualization, model fine tuning, HuggingFace 

deployment, Flask app, automated data pipeline implementation
● Kun: Literature Review on IL/CL, model selection, Avalanche & Renate 

implementation



Thank you!


